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This note contains proofs for Theorems 1, 3, and 4.

Proof of Theorem 1. It is clear that
∑∞

i=1 εΓi(·) is a Poisson random measure with mean
measure λ, where λ is Lebesgue measure. Use PRM(λ) to denote this. From Proposition
3.8 of Resnick (1987),

∞∑
i=1

ε(Γi,Ui,Vi)(·)

is a PRM(dν) where dν = dλ× dF and F is the joint distribution for (U1, V1). Therefore,
from Proposition 3.7 of Resnick (1987), the point process

ξ(·) =
∞∑
i=1

ε(N−1(ΓiUi),N−1(ΓiVi))(·)

is a PRM(Π) for Π = ν ◦ T−1, where

T (x, y, z) =
(
N−1(xy), N−1(xz)

)
.

We have

ν ◦ T−1((a,∞)× (b,∞)) = ν
{

(x, y, z) : N−1(xy) > a and N−1(xz) > b
}

= ν
{

(x, y, z) : xy < N(a) and xz < N(b)
}

= ν
{

(x, y, z) : x < (N(a)/y)
∧

(N(b)/z)
}

=
∫ ∞

0

∫ ∞
0

∫ N(a)/y
V
N(b)/z

0
dt F (dy, dz)

= E
(
N(a)
U1

∧ N(b)
V1

)
.

Part (ii) can be verified as in part (i). For part (iii), use part (ii), and observe that∫
x
∞∑
i=1

ε(N−1(ΓiVi),Xi)(dx× ·)
D=

∫
x
∞∑
i=1

ε(N−1(Γih),Xi)(dx× ·)

=
∞∑
i=1

N−1(Γih)εXi(·).
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Proof of Theorem 3. The first limit in part (i) follows using Proposition 3.21 of Resnick
(1987) and (7). For the second part of (i) we mimic the proof of Theorem 4 of Resnick and
Greenwood (1979). Observe that the map

Th

(∑
k

ε(tk,yk)(·)

)
=
∑
tk≤t

ykI{yk > h}

defined on the set of point processes on [0, 1] × <+ to D[0, 1] is continuous (there are a
finite number of terms in the summation). Therefore, for h > 0,

[nt]∑
i=1

Zi,nI(Zi,n > h) d→
∞∑
i=1

M−1
α,δ,θ(Γi)I{Ui ≤ t}I{M

−1
α,δ,θ(Γi) > h}

in D[0, 1]. Let d(·, ·) be the Skorohod metric on D[0, 1]. Then,

P

d
 [n·]∑
i=1

Zi,n,

[n·]∑
i=1

Zi,nI{Zi,n > h}

 > ε


≤ P

{
sup
k≤n

k∑
i=1

Zi,nI{Zi,n ≤ h} > ε

}

≤ P

{
n∑
i=1

Zi,nI{Zi,n ≤ h} > ε

}
≤ ε−1nE

(
Z1,nI{Z1,n ≤ h}

)
= ε−1

∫ h

0
xnP{Z1,n ∈ dx}

→ ε−1

∫ h

0

δ

Γ(1− α)
x−α+1 exp(−θx)dx,

as n→∞. Observe that the right-hand side goes to zero as h ↓ 0.

Part (ii) follows from part (i).

Proof of Theorem 4. By Bayes Theorem,∫∫
g(v, µ)Q∗n(dv, dµ) =

∫∫
g(v, µ)L(v)Qn(dv, dµ)∫∫

L(v)Qn(dv, dµ)
. (S1)

Consider the numerator on the right-hand side. By definition, this equals∫∫
g(v, µ)

∏
s

d∏
j=1

ψs,j(vs,j)µj(dvs,j)

 Gn(dµ)

=
∫∫∫

g(v, µ)

∏
s

d∏
j=1

ψs,j(vs,j)

{
n∑
i=1

ZiεXi(dvs,j)

} Fn(dZ)Pn0 (dX),

where Fn(dZ) is the joint distribution for Z = (Z1, . . . , Zn). Let Z0 =
∑n

i=1 Zi. Then Z0

has a gamma distribution with shape parameter α and scale parameter β = 1. Furthermore,
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Z0 is independent of p = (p1, . . . , pn), where pi = Zi/Z0. Rewriting Zi as Z0 × (Zi/Z0),
deduce that the right-hand side of the previous expression can be rewritten as

α

∫∫∫
g(v, µ)

∏
s

d∏
j=1

ψs,j(vs,j)

{
n∑
i=1

piεXi(dvs,j)

} πn(dp)Pn0 (dX). (S2)

Define conditionally independent variables Ks,j such that

P{Ks,j ∈ ·|p} =
n∑
i=1

piεi(·).

Because P0 is non-atomic, it follows that vs,j = Xi in (S2) if and only if Ks,j = i.
Consequently (S2) becomes

α

∫∫∫
g(v∗, µ)

∏
s

d∏
j=1

ψs,j(v∗s,j)

{
n∑
i=1

piεi(dKs,j)

} πn(dp)Pn0 (dX).

Apply the same argument to the denominator of (S1). Note the cancellation of α.




