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Class-imbalanced data frequently
occur in medical studies, which
poses thorny issues for machine
learning methods. Recent devel-
opments can provide a clear
path forward in analyzing these
data.
Hemant Ishwaran, PhD,a and Robert O’Brien, PhDb

The main focus of the work by Bolourani and colleagues1 is
the development of a machine learning (ML) algorithm for
predicting early readmission after esophagectomy. The au-
thors provide a detailed multistep analysis that includes uni-
variate and multivariate logistic regression, regularized
lasso, random forests, and NearMiss. This is obviously a
very complex analysis, and so at first glance readers might
question why studying a simple binary outcome such as
hospital readmission would entail so much effort. As the au-
thors correctly identify, the difficulty here occurs due to the
presence of “class-imbalanced data,”which turns out to be a
thorny scenario for ML procedures to overcome. Here we
comment on and provide promising new developments for
addressing this problem.

In class-imbalanced data, or simply imbalanced data, the
outcome is binary (here, early readmission), such that the
frequency of the observed classes is skewed to one realiza-
tion—the majority class—vs the other possible realiza-
tion—the minority class. In the analysis here, only 383 of
the 2037 patients studied required early readmission: thus,
the frequency of early readmission (minority class) to those
not readmitted early (majority class) is 383 to 1654, an
imbalance ratio (IR) of 4.3.

The problem is that many ML methods are “biased” to-
ward the majority class in the presence of imbalanced
data, especially when the IR is high. This is because ML
classification is generally based on the Bayes decision
rule, which classifies patients on the basis of their probabil-
ities, with patients with probability�0.5 assigned to the mi-
nority class. Of course, the very nature of the imbalanced
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data makes this unlikely to occur, as the probability of being
a minority class will almost certainly be less than 0.5
(except, perhaps, for a small subset), especially when IR
is high. Hence ML classifiers tend to classify most of the
data into the majority class in imbalanced data settings.
Note that the same principle applies to standard procedures
such as logistic regression if these use the Bayes decision
rule for classification.

What is the answer? In ML, one approach has been to use
what are called undersampling and oversampling tech-
niques. As an example of oversampling, SMOTE2 is a pop-
ular technique that creates artificial minority class examples
in an effort to balance the data. Thus, for the data here,
SMOTE would “manufacture” cases of early readmission,
and the manufactured data would then be used in the anal-
ysis. NearMiss,3 an example of undersampling, is the tech-
nique used in this work. NearMiss undersamples the
majority class by removing patients not readmitted early
in an effort to balance the data.

Unfortunately, although these types of methods have had
reported success in the literature, as well as in this analysis,
there is no theoretical justification for them that we are
aware of. Most importantly, in subsampling the data by
making use of clinical information, the resulting estimated
values for probability will not be valid in general. Thus, the
reported success of these methods is based primarily on
their empirical performance in terms of classification (iden-
tifying which patients might be readmitted early), not on
gery c June 2021
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their ability to estimate probabilities (the probability a pa-
tient will be readmitted early). In our own experience
with these methods, we have found that they can sometimes
help improve classification; however, very delicate tuning
and experience is required to do so.

There is another solution that provides a clearer path for-
ward, however. This method is also based on subsampling
the data but differs in a very important aspect, with the sam-
pling doneusing only thevalue of the outcome andmaking no
use of the associated clinical data. This type of sampling is
called response sampling. In theML literature, the most pop-
ular implementation is undersampling, in which the majority
class is undersampled to match the frequency of the minority
class. This is the technique used by balanced random forests
(BRF), for example.4 Thismethod has been used quitewidely
and has been found to generally produce good results.

The theoretical explanation for why BRF and response-
based undersampling works was provided in a recent paper
by O’Brien and Ishwaran,5 who showed that response-based
undersampling is theoretically equivalent to replacing the
Bayes rule with a different decision rule known as the quan-
tile classification rule. Rather than classifying patients on
whether their probability is>0.5, the rule adjusts the value
0.5 to match the underlying prevalence. Doing so yields a
procedure with the optimal property of simultaneously
maximizing sensitivity and specificity.

In fact, there is no need to subsample at all. O’Brien and
Ishwaran5 showed that we need only replace the Bayes rule
with the new quantile rule to yield a procedure with theoret-
ically justified properties. Furthermore, by forgoing sam-
pling, the resulting estimated probabilities remain valid.
Thus, we obtain not only a good classifier, but also one
with valid probability estimates.
The Journal of Thoracic and Car
O’Brien and Ishwaran5 have developed the quantile clas-
sifier for use with random forests, a method referred to as
RFQ. We note that RFQ is available for general public
use through the “imbalanced” function in the randomFor-
estSRC R-package.6 It can be used for classification, pro-
duction of estimated probabilities, and calculation of
variable importance values. The latter allow researchers to
quickly determine which clinical variables are important
and provide estimates of their effect size in terms of predic-
tion error.
In conclusion, the authors have tackled an important

medical issue for esophageal cancer patients. They provide
a detailed analysis of class-imbalanced data, a setting com-
mon in medical studies but often misunderstood or over-
looked. As the authors have found, such settings can be
nuanced and difficult to analyze and require careful use of
ML methods. Finally, we would like to thank the editors
of the Journal for providing us with the opportunity to
comment on this work.
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