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FIG. 7. L2Boosting (top row) versus elasticBoost (bottom row) from simulation (4.2).

which show coefficient estimates at the optimized stopping time. Not only are all
15 nonzero coefficients identified by elasticBoost, but their estimated coefficient
values are all roughly near the true value of 3. In contrast, L2Boosting finds only
4 coefficients due to strong repressibility. Its coefficient estimates are also wildly
inaccurate. While this does not overly degrade prediction error performance (as ev-
idenced by the first panel), variable selection performance is seriously impacted.

The entire experiment was then repeated 250 times using 250 independent learn-
ing sets. Figure 8 displays the coefficient estimates from these 250 experiments for
elasticBoost (left side) and L2Boosting (right side) as boxplots. The top panel are
based on the original sample size of n = 100 and the bottom panel use a larger
sample size n = 1000. The results confirm our previous finding: elasticBoost is
consistently able to group variables and outperform L2Boosting in terms of vari-
able selection.

Finally, the left panel of Figure 9 displays the difference in test set MSE
for L2Boosting and elasticBoost as a function of λ over the 250 experiments
(n = 100). Negative values indicate a lower MSE for elasticBoost, which is gen-
erally the case for larger λ. The right panel displays the MSE optimized number
of iterations for L2Boosting compared to elasticBoost. Generally, elasticBoost re-


